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Abstract

This study presents a scoping review of metadata generation and keyword extraction from unstructured
text, with a particular focus on ancient Indian and multi-lingual manuscript collections. The following
study examines a total of 126 publications from 2015 to 2025 to assess the progress of computational
methods, spanning rule-based approaches, traditional machine learning, deep learning frameworks,
modern artificial intelligence, and other advances using LLMs (large language models). The review
highlights significant advancements in Optical Character Recognition (OCR) for Indic scripts, including
Sanskrit, Devanagari, Tamil, and Malayalam, as well as improvements in Natural Language Processing
(NLP) for summarization, translation, and knowledge extraction from classical literature. Despite
progress, persistent research challenges remain, including the limitations of large annotated datasets,
script and orthographic variation across regions and historical timelines, and document degradation in
terms of image quality. The study highlights the crucial role of computational approaches in preserving
cultural heritage and advocates for the development of standardized benchmark datasets, scalable

www.slp.org Page 16



& International Journal of Library Information Network and Knowledge
Volume 11 Issue 1, 2026, ISSN: 2455-5207

processing tools, and inclusive Al systems to support future scholarly research, discovery, and user
accessibility of historical manuscripts worldwide.

Keywords: Metadata generation; Keyword extraction; Digital preservation; Indic scripts; Optical
Character Recognition (OCR); Natural Language Processing (NLP); Ancient manuscripts; Deep learning;
Large Language Models (LLMs)

Introduction: Generative Metadata and Keyword Extraction

The extraction of metadata shifted from earlier approaches based on rules and structures to more
advanced systems based on Al. Many basic tools, such as CERMINE (Content ExtRactor and MINEr)
demonstrated that automatic extraction extracted from scientific PDFs was adequately performance
(Tkaczyk et al., 2015), and subsequent proposed, rule-based approaches demonstrate improvements in
accuracy of metadata extraction across document types (Azimjonov& Alikhanov, 2018; Alghamdi et al.,
2022). Eventually, the automatic extraction of complicated components such as multicultural metadata
and algorithmic representations was achieved through deep learning models (Choi et al., 2023; Safder et
al., 2020). Neural architectures that involved embeddings to grasp semantic richness were at the core of
the context-aware extraction of relevant keywords (Zhang et al., 2020; Khan et al., 2022). Sci-tech-scale
distributed and serverless (Skluzacek et al., 2021) processing for scholarly collections are example of
comparable research that is going on to be able to scale. Recent research suggests that Al in conjunction
with large language models, will be a game-changer in research reproducibility, metadata organization,
and discovery (Yang et al., 2025; Formanek, 2025). Essentially, these works opened the way for scholarly
communication and made data more accessible.

Major insights in Metadata extraction:

e Research on metadata extraction in scholarly communication has evolved beyond simple rule-
based systems to incorporate deep learning and multi-lingual techniques for higher accuracy.

e Foundational tools like CERMINE and PDFMEF (PDF Multi-Entity Framework) proved automated
metadata extraction is feasible, which enabled more specialized systems for legal and algorithm-
related metadata.

e Present innovations primarily concentrate on scalability through serverless and bulk processing
methods, in addition to feature-oriented frameworks like FLAGS: Federated Learning AlGorithms
Simulation-PDFe.

e Al improvements are turning metadata into a more valuable resource for reproducibility,
recommendations, and contextual keyword extraction.

e The cutting-edge movement heavily features generative Al and the matching of metadata
quality to real user requirements in areas such as diversity and digital image collections.
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Keywords extraction from unstructured text in manuscript

Research in unstructured text analytics has notably evolved in concurrence with the utilization of data
mining, NLP, and Al-powered techniques. The initial research emphasized the use of rule-based and
analytical frameworks for supporting the finding and recognizing of new patterns in large text corpora
(Al-Barhamtoshy& Eassa, 2015; King et al., 2017). Besides, the current models rely on supervised as
well as unsupervised learning for summarization, clustering, and invisible pattern revelation (Lydia et al.,
2020; Saeed et al., 2020). Moreover, the advent of contextual embeddings has brought considerable
progress in keyword getting and knowledge of the functional area (Khan et al., 2022; Cheong et al.,
2017). The present document Al techniques have extended the frontier of the medical, safety, and clinical
areas, among others, to include reporting, documentation, and violence detection, respectively (Malashin
et al., 2024; Mironczuk, 2020; Botelle et al., 2022). The most recent trends have, among other things,
efficiency and future scalability as the core of their concern, and feature cutting-edge extraction
(Yeghiazaryan et al., 2022; Mahadevkar et al., 2024) systems accordingly

Keywords extraction from manuscripts

Research in academic text processing keeps on changing through the stages of automation and the
betterment of scholarly discovery. The main focus of the initial work was on the direct extraction of
abstracts and keywords from the article context for the purposes of retrieval and analysis (Miingen&
Kaya, 2018; Salloum et al., 2017). Research on manuscripts propelled the invention of historical
document search methods that required no learning-based detection (Mohammed et al., 2021) and the
development of transcription technology like Transkribus (Muehlberger et al., 2019) to aid the facilitation
of archival scholarship. The progress in the field of deep learning has led to the rapid development of
abstractive summarization through the use of hybrid Convolutional Neural Network Long Short-Term
Memory Network Architectures (CNN-LSTM) (Song et al., 2019; Zaman et al., 2020). Current
innovations turn the spotlight on generative Al as a research tool while also drawing attention to the effect
of dataset construction on the ethical side of the matter (Glickman & Zhang, 2024; Scheuerman et al.,
2021).

Keywords extraction from Indian Sanskrit manuscripts

Research on Sanskrit and Indic manuscripts has quickly changed through the integration of OCR, NLP,
and deep learning(Tomar et al., 2015; Narang et al., 2019). to make the texts more accessible. The main
points are on the preparation of the text, feature recognition, and the identification of ancient documents
in Sanskrit and Devanagari scripts. The improvements in text summarization have been gradually moving
from purely extractive methods (Barve et al., 2015; Sinha & Jha, 2020; Bhatnagar et al., 2023; Gupta &
Shah, 2025) to hybrid deep learning architectures such as BERT (Bidirectional Encoder Representations
from Transformers a Google-developed Al model that revolutionized Natural Language Processing (NLP)
for understanding word context bidirectionally. The quality of speech-temporization has been enhanced
by wusing attention-based frameworks. Different example of deep learning are CNN-
BiLSTM(Convolutional Neural Network Bidirectional Long Short-Term Memory for severely palm-leaf
manuscripts (Kataria & Jethva, 2019; Narang et al., 2020; Sudarsan & Sankar, 2022) as well as new
character sets for Malayalam and Sanskrit (Dhruva et al., 2023; Krishnan et al., 2025; Nair & Rani,
2023). The scope of NLP applications in classical texts has been increased, thus allowing knowledge
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extraction (Srivastava et al., 2018; Sujoy et al., 2023; Jain et al., 2025; Kumari & Malik, 2024) from such
works as Charak Samhita. Machine translation, speech technologies offer new ways of accessing and
interacting with the cultural heritage. (Koul & Manvi, 2021; Anoop & Ramakrishnan, 2019; Chand et al.,
2023) The latest reviews show an increasing focus on the Vedic scripts, Pali preservation, and neural
transliteration as a means of creating a sustainable digital infrastructure (Samantaray et al., 2025;
Gudadhe et al., 2024; Pradeep & Mamidi, 2025) for Sanskrit scholarship with the following issues:

Improved OCR for Indic scripts

Growth in NLP applications for classical literature

Progress in summarization and translation

Stronger focus on digital preservation and cultural heritage

Data in table (Appendix 1) reflects various focus areas and developments.

Scoping Review: Information Extraction and Computational Methods for Ancient Indian
and Multi-lingual Manuscripts (2015-2025)

This scoping review is a landmark in the field since it compiles in one comprehensive document all the
research efforts related to information extraction, OCR, NLP, and Al-based processing of ancient Indian
as well as multi-lingual manuscripts. The existing research works are quite varied and scattered across
multiple fields like computer science, linguistics, digital humanities, and library science. The study by
merging these different fields not only offers a broader but also a deeper understanding of the current
digitization level of the heritage content with the benefits as well as the drawbacks involved. It brings out
how essential computational methods are to save the knowledge that is at the risk of extinction which is
not only in Sanskrit, Tamil, Malayalam but also in Devanagari and other scripts of the Indic languages. In
that way, it takes care of the problems of physical degradation, limited accessibility and linguistic
complexity arising from the content

The review emphasizes that Al-powered methods are very important for performing such tasks as
metadata extraction, transliteration, summarization, translation, and semantic understanding with the
ultimate goal of making cultural materials more discoverable and available to scholars. The findings of
this research work not only fuel up national digitization initiatives but also serve as a perfect map which
guides libraries, archives, and policy makers in adopting viable solutions that offer a wide range of
applications. It advocates the requirement for uniform datasets, benchmark evaluation, and gender-neutral
language technology development to research more on low-resource scripts. By pinpointing research gaps
and next-step priorities, this review becomes a direct agent for the long-term digital preservation and
international sharing of India’s intellectual heritage.

Data collection and search strategy

A systematic search was conducted in Google Scholar using the following search phrases:

1. “Generate metadata and extract keywords from manuscript”
2. “Extract keywords from unstructured text in manuscript”

3. “Extract keywords from manuscripts”

4. “Extract keywords from Indian Sanskrit manuscripts”
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The searches focused on literature related to keyword extraction, metadata generation, and
information processing for ancient and Indic manuscripts. In total, 129 references were initially
retrieved. After screening for relevance and removing 3 duplicate records, 126 publications were
included in the scoping review (Appendix 1).

Structured Thematic Synthesis

The present scoping review is based on 126 references that were identified through systematic
searches in Google Scholar. These sources are the research articles, conference publications, and
scholarly studies that address the computational processing of the manuscripts written in the

Indic script. The collected materials reflect the cross-disciplinary contributions from the fields of
computer science, linguistics, heritage studies, and library and information science

1. Information Extraction & Unstructured Big Data Analytics
Key Contributions

e Analytical studies highlight performance challenges in extracting information from
heterogeneous and multidimensional data (Adnan & Akbar, 2019a, 2019b).

e Text mining and NLP-based knowledge extraction frameworks improved organizational insight
and content navigation (Salloum et al., 2017; Lydia et al., 2020).

e Methods evolved from rule-based extraction (Azimjonov& Alikhanov, 2018) to deep-learning—
based metadata understanding (Safder et al., 2020).

Metadata extraction remains crucial for:

e scientific publications (Ahmed & Afzal, 2020; Meng et al., 2018)

e legal documents (Sleimi et al., 2021)

o libraries and archives (Therrell, 2019; Leipzing et al., 2021)
2. OCR and Handwritten Text Recognition for Indic Manuscripts
Representative Works are given as following:

e Sanskrit OCR: Kataria & Jethva (2019), Madake et al. (2023)

e Devanagari ancient script: Narang et al. (2019, 2021, 2022)

Tamil palm leaf manuscripts: Subramani &Murugavalli (2019); Maheswari et al. (2024)

Malayalam character recognition: Sudarsan & Sankar (2022, 2024)

Region-specific datasets: Nair & Rani (2023), Kesiman et al. (2018)

Innovations include noise reduction, character segmentation, and dataset normalization
(Krishnan et al., 2025).
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3. Ancient Text NLP: Summarization, Keyword Extraction & Knowledge Mining
Highlights

e Sanskrit summarization using BERT-based extractive models (Bhatnagar et al., 2023) and
emerging abstractive methods (Sinha, 2025).

e Keyword extraction enhanced via contextual embeddings (Khan et al., 2022; Patil & Ramteke,
2023).

e Domain-specific systems extract knowledge from Ayurveda and Itihasa texts (Bagchi et al.; Jain
et al., 2025; Shankar et al.)

4. Machine Translation, Named Entity Recognition & Linguistic Modeling
Key Advancements

e Sanskrit«>English translation via NMT and rule-based hybrids (Koul & Manvi, 2021; Sethi et al.,
2022; Sitender& Bawa, 2022).

e Word embeddings and morphological parsing for semantic preservation (Sandhan et al., 2021;
Krishnan et al., 2025).

o NER dataset creation for Sanskrit heritage texts (Sujoy et al., 2023).

e Stress prediction and sentiment analysis using deep learning (Kumar et al., 2023; Kumari &
Malik, 2024).

5. Generative Al, LLMs & Digital Humanities Applications

Recent publications emphasize:
o LLM-assisted summarization and data curation (Glickman & Zhang, 2024)
e Generative Al adoption in libraries (Formanek, 2025)
o Dataset politics and inclusivity (Scheuerman et al., 2021)

The identified risk is in the form of “Bias in LLM outputs if datasets underrepresent regional
languages.”

SL.No. | Research Gap Evidence Opportunities

1 Lack of large annotated | Multiple works highlight | National ~ digitization  +
Indic manuscript | data scarcity crowdsourced annotation
datasets

2 Script variation, | OCR studies repeatedly | Multimodal models +
ligatures & damaged | mention  segmentation | restoration pipelines
documents difficulty

3 Limited semantic | Knowledge mining still | Knowledge graphs + cultural
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understanding for | shallow ontology development
Sanskrit

4 Benchmarking Varied metrics and | Unified evaluation
inconsistencies across | corpora frameworks for Indic
studies OCR/NLP

5 Metadata  workflows | Large language models | LLM-driven metadata
not integrated into | and generative artificial | automation in repositories
libraries intelligence (GPT) still

at intermediate stage

Transitions and developments
The transitions in processing the unstructured text in manuscripts is given as following:
1. Digitization, Preservation, and Image Analysis of Manuscripts

It focuses on safeguarding the physical and informational integrity of ancient palm-leaf, Sanskrit, Tamil,
and Malayalam manuscripts. More emphasis on degradation and non-uniform writing surfaces require
specialized computer-vision workflows. Dataset creation and image benchmarking demonstrate the
foundational need for high-quality annotated data before applying advanced recognition models.

2. OCR and Handwritten Text Recognition for Indic Scripts

Deep learning has largely replaced traditional feature-engineered OCR strategies for palm-leaf and
Devanagari manuscripts. Approaches include Convolutional Neural Network (CNN), Long Short-Term
Memory (LSTM) network, Capsule Network (CapsNet), and Hybrid Discrete Wavelet Transform-
Convolutional Neural Network (DWT-CNN) architectures. Performance is strongly tied to the diversity and
volume of training samples, which remain limited due to the rare nature of ancient content.

3. Knowledge Extraction and Summarization

The goal is to facilitate the conversion of unstructured Sanskrit prose, medical heritage, and epic literature
into well-defined, searchable knowledge units. Some of the techniques utilized in summarization are
clustering-driven extraction, BERT-based semantic compression, and rule-based information retrieval.
These techniques have the potential to considerably lessen the cognitive load and make available to the
general public a vast amount of historical knowledge hidden in classical texts. However, process is
hindered by semantic ambiguity and the lack of domain-specific gold standards for evaluation.

4. Metadata Extraction from Scholarly Documents

The implementation of metadata extraction has changed from being rule-based heuristics to scalable
neural architectures. CERMINE extracts PDFs citations- titles, authors, and structural metadata, whereas
multi-lingual frameworks aim at worldwide interoperability. Standardization and the presence of
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benchmarks are the main factors that determine the progress in reproducibility and discoverability in
academic repositories

5. NLP for Sanskrit Language Processing

Language processing focus on morphological parsing, POS-tagging, Named Entity Recognition, deep
embedding evaluation, and computational vocabulary modeling. The morphology of Sanskrit is very
complicated and the phenomena of sandhi and rich morphology make the language very difficult for
conventional NLP techniques, especially when there are few annotated corpora.

6. Machine Translation and Bilingual Systems

Among the methods used by the Grammarians is the utilization of rule-based grammar mechanisms
together with neural machine translation to connect Sanskrit with English and Hindi. The employment of
hybrid systems is instrumental in solving the problem of sparse data; thus, at the same time, they are
aimed at retaining the semantic nuance. Machine translation is very important, in particular, for non-
expert users and the cultural tourism sector. To a large extent, accuracy is still limited by the small
number of parallel corpora, but there is quite a bit of recent progress making transliteration and translation
solutions more user-friendly

7. Keyword Extraction and Indexing

By incorporating contextual embeddings and word matching in ancient scripts, keyword detection has
immensely reduced the time of manuscript study. These instruments enable thematic keyword exploration
and indexing to be carried out efficiently.

8. Al for Big Data and Unstructured Text Analytics

Al acts as an enabler in revealing the deep-seated patterns and in the conversion of the unstructured
textual heritage of the past into the structured computational objects. It brings together the processes of
the ancient document digitization, modern Knowledge-Graph and Data-Mining practices

9. Digital Humanities and Cultural Knowledge Systems

The emphasisis on the important cultural aspects of making Sanskrit available digitally to everyone. The
tools that provide instant retrieval, epic narrative mapping, and tourism assistance, among other things,
help to continue the societal value that comes from conservation. These projects bring the humanistic side
of the story to the forefront, which is the driving force behind the technical innovations.

10. Resource Creation and Standardization

The most crucial knowledge infrastructure is formation of large, labeled datasets for handwriting, word
segmentation, and computational lexicons. These resources demonstrate a community shift toward open
datasets and benchmarking, essential prerequisites for reproducible progress.
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Singapore.”

2. “Anoop, C. S., & Ramakrishnan, A. G. (2019, July). Automatic speech recognition for
Sanskrit. In 2019 2nd international conference on intelligent computing, instrumentation
and control technologies (ICICICT) (Vol. 1, pp. 1146-1151). IEEE.”
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(2024). Image text extraction and natural language processing of unstructured data from
medical reports. Machine Learning and Knowledge Extraction, 6(2), 1361-1377.”

17. “Meng, B., Hou, L., Yang, E., & Li, J. (2018, October). Metadata extraction for
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